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Abstract—This paper proposes an area-efficient fixed-point architecture for the computation of the Discrete Cosine Transform (DCT) of multiple sizes in HEVC. This result is obtained by comparing different DCT factorizations in order to find the most suitable one for implementation in the HEVC encoder. The recursive structure of fast algorithms, which decompose the N-point DCT by means of two N/2-point DCTs, is exploited to execute computations of small-size DCTs in parallel, thus maximizing the hardware re-usability while maintaining a constant throughput. Simulation results prove that the proposed solution features reduced rate-distortion losses, with relevant complexity saving compared with state-of-the-art implementations. Finally, the proposed architecture is exploited to design two families of architectures for the 2D-DCT, namely Folded and Full-parallel.
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I. INTRODUCTION

T HE latest High Efficiency Video Coding (HEVC) standard [1] aims to double the coding efficiency with respect to the previous Advanced Video Coding standard (AVC) [2]. One of the features introduced by the new standard to achieve such a result, is the ability to compute transforms on squared blocks of multiple sizes. Discrete Cosine Transforms (DCTs) of size from $4 \times 4$ to $32 \times 32$ and the $4 \times 4$ Discrete Sine Transform (DST) are specified as core transforms in the HEVC standard [3]. The use of multiple DCT sizes improves the video coding performance at the expense of increasing the computational complexity. For this reason, some hardware architectures have been proposed in the literature to accelerate the DCT computation for HEVC. However, despite being important, it is not easy to estimate the throughput requirements of the different subblocks inside the HEVC encoder. Some works in the literature [4], [5] addressed the problem, showing that HEVC encoding complexity is strictly related to the use of certain coding tools and, as a consequence, to the application. In particular, [5] shows that the number of DCTs performed by the encoder, and so the required throughput, changes dramatically when enabling or disabling certain tools. For this reason most of the works proposed in the literature, describing architectures for the DCT, rely on an application-independent approach.

It is worth noting that the HEVC standard defines the DCT used at the decoder side, which is an integer approximation of the DCT and is obtained through the optimization process discussed in [3]. As a consequence, different solutions, trading rate-distortion performance for complexity, can be explored at the encoder side, leading to two possible scenarios: i) fixed-point implementations of DCT factorizations, ii) integer approximations of the DCT. In the first scenario, where fixed-point implementations of DCT factorizations are considered, e.g. [6], [7], rate-distortion performance degradation due to quantization needs to be carefully studied. On the other hand, in the second scenario there are two possible cases, which depend on the selected approximation. If the integer DCT approximation at the encoder side is the same one imposed at the decoder side by the standard, as in [8]–[11], then there is no need to investigate the rate-distortion performance, as it is already known [1]. On the contrary, other integer DCT approximations, such as [12]–[16], can lead to relevant complexity reduction at the expense of significant coding loss, especially at high bit-rates [7], [15].

In the following, the one-dimensional N-point DCT and the two-dimensional DCT over an $N \times N$ block are referred to as 1D-DCT and 2D-DCT respectively. The solutions implemented in [6], [7] for the 1D-DCT are fixed-point architectures, which rely on the work of Chen et al. [17], namely factorizing the 1D-DCT as the cascade of the Walsh-Hadamard Transform (WHT) and a set of Givens rotations. On the other hand, [8]–[11], [18] deal with the integer DCT approximation defined in the HEVC standard. Budagavi et al. [8] propose a unified forward and inverse transform unit by exploiting the symmetry within the transform defined in the HEVC standard. Meher et al. [9] present an efficient integer DCT architecture, where the 1D-DCT core implements the partial-butterfly factorization suggested in [3] by means of one $N/2$-point DCT and one $N/2 \times N/2$ matrix multiplication resorting to the Multiple Constant Multiplication (MCM) technique. Zhao et al. [10] reduced the hardware cost of the design by exploiting add-and-shift operations to represent the integer DCT coefficients. In [11] Dias et al. exploit a systolic-array-based design to propose a multi-standard architecture, which supports both H.264/AVC and HEVC integer DCTs. Goebel et al. [18] have recently proposed an HEVC multi-size DCT architecture, which is able to support heterogeneous partitioning of CUs, thanks to its ability to compute DCTs of different length in parallel. Unlike the aforementioned works, several low-complexity approximate DCTs are shown and compared in [12]. A similar approach is developed in [14]–[16], where a generalized algorithm and efficient architectures are derived by recursive decomposition of sparse DCT approximations.

As observed in most of previous works, including [9], [11], the separability property permits to implement the 2D-DCT by applying 1D-DCTs first on the rows, then on the columns of
the input block of samples. As a consequence, a transposition structure is required to feed the 1D-DCT architecture either row-wise or column-wise. In [11] this operation is implemented by the means of a transposition switch, which is made of multiplexers with no need for additional memory resources. On the contrary, in [9] transposition relies on a buffer, which contains $N \times N$ registers and $N$ multiplexers to select the data either row-wise or column-wise. Then, two architectures are derived, where the first one, referred to as Folded, relies on one 1D-DCT and a transposition buffer; the second one, referred to as Full-parallel, exploits two 1D-DCTs and a transposition buffer to achieve high throughput. Since the buffer requires to be filled with the intermediate results, it introduces a latency of $N$ clock cycles. Moreover, as the number of pixels in each block varies from 4 to 32, the solutions presented in [9], [18] suggest to transform 32 pixels per clock cycles, which means to process up to $32/N$ blocks of $N$ pixels concurrently. Such solutions lead to architectures which are able to sustain a constant throughput, independently of $N$.

From the analysis of previous works proposed in the literature, it is clear that designing an architecture able to support all the DCT sizes specified in the HEVC standard, leads to some area overhead. In particular, [9] shows that thanks to the even-odd decomposition about 50% of the architecture of the $N$-point 1D-DCT, can be exploited to implement one $N/2$-point 1D-DCT, with low area overhead. As a consequence, being able to increase to more than 50% the reuse of the $N$-point 1D-DCT for small size ones is important, especially in fixed throughput architectures. This aspect motivated us to analyze alternative approaches to implement the DCT, such as resorting to DCT factorizations. Stemming from [9], this current work describes two families of 2D-DCT architectures (both pipelined and non-pipelined), each of which includes a transposition buffer and one or two 1D-DCT modules. It also aims to analyze and evaluate the complexity and the rate-distortion performance degradation of fixed-point implementations of DCT factorizations. Indeed, several factorizations proposed in the literature, such as [17], [19]–[27] can be considered. However, despite these factorizations have been partially compared for fixed $N$ values in previous works, such as [28], to the best of our knowledge there is no results in the open literature showing:

i) the amount of resource reusability featured by different factorizations when variable-size DCT is required, as in HEVC;

ii) if some factorizations are competitive with state-of-the-art solutions from the hardware complexity point of view.

This motivated us to investigate these directions discovering that, if variable-size is taken into account when choosing the factorization, then the obtained architecture features a large complexity reduction with respect to state-of-the-art solutions. Based on these observations, this work aims to provide the following novel contributions: i) to analyze different 1D-DCT factorizations from the literature and to identify for each one both the amount of required resources and the degree of re-usability to support variable-size transforms, as required for HEVC; ii) to choose the factorization which minimizes the amount of hardware resources while maximizing the re-usability, which has not been previously shown in the open literature; iii) to show the rate-distortion performance degradation in HEVC of the selected factorization when fixed-point implementation is used. In particular, the selected factorization with fixed point implementation features in the worst case an overall Bjøntegaard Delta rate loss lower than the 2%; iv) to present a novel fixed-point 1D-DCT architecture of the selected factorization to support variable-size transform and to study the effect of pipelining on area and maximum sustained throughput. The proposed architecture is significantly smaller than other architectures described in the literature and it achieves lower power and energy consumption.

The paper is organized as follows. Different alternatives to design a variable-size architecture (including DCT factorizations and DCT integer approximations) are presented and compared in Section II, where the characteristics of the selected factorization (Lee’s factorization [21]) are briefly summarized. Section III illustrates the proposed architecture, which is able to support all the DCT sizes specified in the HEVC standard with high resource sharing. Finally, implementation results are presented in Section IV, while Section V concludes the paper.

II. DCT Algorithms for HEVC

Since the proposed architecture has to support multiple transform sizes (i.e. $N = 4, 8, 16, 32$) and aims to minimize the hardware cost by exploiting resource sharing, a comparison of both exact factorizations and integer approximations proposed in literature for the 1D-DCT is briefly reviewed.

A. Exact DCT Factorizations

According to [29], the 1D-DCT can be computed as:

$$X = C_N^{(l)} \cdot x,$$

where $x = \{x_0, \ldots, x_{N-1}\}$ and $X = \{X_0, \ldots, X_{N-1}\}$ are the column vectors of input samples and DCT coefficients respectively, and $C_N^{(l)}$ is the $N$-order type-II DCT matrix, which coefficients are:

$$C_N^{(l)}_{k,l} = \sigma_k \cos \left( \frac{\sigma_l + \frac{1}{2}}{N} \right) k, l = 0, \ldots, N-1,$$

where $\sigma_k = 1/\sqrt{2}$ only for $k=0$, $\sigma_k = 1$ otherwise.

In the past, several fast algorithms have been proposed for computing the DCT [17], [19]–[27]. The WHT-based factorization was initially proposed in [17] for the case $N = 8$. Then, it has been extended and exploited in [6], [7] to reduce the 1D-DCT computation to $F_N$ simple addition/subtraction butterflies and $R_N$ Givens rotations (see the first row in Table I).

Loeffler [27] decomposed the 1D-DCT matrix by means of one $N/2$-point DCT and a non-regular $N/2 \times N/2$ rotation matrix, which cannot be shared with other DCT sizes. It is worth noting that Loeffler’s factorization achieves the theoretical lower bound on the number of required multiplications for $N = 8$. The extension of Loeffler’s factorization to larger $N$ values is described in [30].

On the other hand, the $C_N^{(l)}$ matrix can be recursively factorized by splitting the computation into one type-II DCT matrix of size $N/2$ ($C_{N/2}^{(l)}$) and one type-IV DCT matrix of size $N/2$ ($C_{N/4}^{(l)}$) [29]. Some works in the literature implement
\[ C_{ij}^{IV} \] by the means of sparse matrices [19], [20]. Other works rewrite \( C_{ij}^{IV} \) as a function of \( C_{ij}^{II} \) [21]–[26] to obtain solutions based on \( C_{ij}^{II} \) only. The formulas to compute the number of additions and multiplications as a function of \( N \), referred to as \( A_N \) and \( M_N \), for [6], [7], [19]–[26] are given in Table I, whereas for [27] no closed-form is available [30].

Although factorizations in [21]–[26] feature equal computational complexity, they adopt different flowgraphs and coefficient values. As an example, Fig. 1 shows the data flow, for the case \( N = 8 \), of two representative factorizations, namely [21] and [26]. As it can be observed, the additions and the multiplications in the initial stage are performed concurrently in both factorizations. The coefficients in the multiplications are inverse cosine \( 1/(2 \cdot c_{i,j}) \) values in [21] and cosine \( c_{i,j} = \cos \frac{i\pi}{2N} \) values in [26]. Moreover, as highlighted by the dashed boxes in the right-most part of Fig. 1 (a) and (b), the final stage is different. The data flow in [21] performs concurrent computation of the last \( N/2 - 1 \) additions, whereas cascaded additions are used in [26]. As a consequence, the two data flows have the same critical path except for the final stage. Indeed, the delay of the last stage is one adder for [21] and \( N/2 - 1 \) adders for [26]. For this reason, the factorization in [21] provides the shortest critical path among [21]–[26], being the most suitable one (in the group of \( C_{ij}^{II} \) only factorizations) for high throughput hardware implementation.

### B. Integer DCT Approximations

These approximations aim to reduce the complexity by placing integer coefficients into the DCT matrix. Depending on the choice of the coefficients, several different rate-distortion/complexity trade-offs can be achieved.

The DCT used in HEVC is an integer DCT approximation [3], which has been designed to achieve several properties, including almost orthogonal basis vectors with almost equal norm, symmetry and the possibility to embed small transform matrices in large ones.

Other approaches can be used to design low-complexity approximations of the DCT for HEVC as well. The works in [14], [15] present a general recursive algorithm to derive an approximate \( N \)-point DCT from a pair of \( N/2 \)-point DCTs with an additional cost of \( N/2 \) butterflies. As shown in Table II, such solutions feature very low complexity compared to the other ones. However, as argued in [15], these works give coding loss between 2% and 30% in terms of bit-rate, when used for video compression. Another integer cosine transform has been proposed in [16], to provide the same coding performance of HEVC while reducing the complexity. Formulas to compute \( A_N \) and \( M_N \) for [3], [14]–[16] are given in Table I.

### C. Variable-size Analysis

As highlighted in Section I, the complexity of a multiple-size DCT architecture depends on both the complexity of the employed factorization and the possibility to share resources for different values of \( N \). Even if some factorizations, such as [27], exhibit low complexity when each \( N \) value is taken as a stand-alone point in the design space (see Table II), they suffer from some complexity overhead when resource sharing is required to support variable-size transforms. As stated in Section I, this current work exploits a fixed throughput solution, where the 1D-DCT architecture processes \( 32/N \) data blocks concurrently, i.e. one 1D-DCT32, two 1D-DCT16, four 1D-DCT8 or eight 1D-DCT4. As a consequence, resources allocated for large \( N \) values must be reused for small \( N \) values. However, all the factorizations which employ one \( N/2 \)-point DCT and a custom matrix multiplication, such as 

---

Fig. 1. Flowgraphs of 1D-DCT for \( N = 8 \) of factorizations in [21] and [26].

Fig. 2. 1D-DCT block schemes. Continuous lines represent \( N \)-samples data-flow and dashed lines \( N/2 \)-samples data-flow.
as [3], [16], [19], [20], [27], are not suited for variable-size support. Indeed, in [9], variable-size support is achieved by adding a further $N/2$-point DCT, shown in dark-shaded gray in Fig. 2 (a). Therefore, the total amount of additions and multiplications needed by these algorithms is:

$$A_{All} = A_{32} + A_{16} + 2 \cdot A_8 + 4 \cdot A_4$$

$$M_{All} = M_{32} + M_{16} + 2 \cdot M_8 + 4 \cdot M_4$$

where the terms $A_k$ and $M_N$ are computed as in Table I.

On the other hand, all the factorizations which rely on two $N/2$-point DCTs (see Fig. 2 (b)), such as [6], [7], [14], [15], [21]–[26], achieve a higher degree of re-usability as they do not pay the overhead introduced by the custom matrix multiplication. In this case the resources needed for the concurrent computation of small-size transforms. As a consequence, adders and multipliers achieve a 100% utilization, $A_{All} = A_{32}$ and $M_{All} = M_{32}$, where $A_{32}$ and $M_{32}$ for [6], [7], [14], [15], [21]–[26] are computed as in Table I.

The amount of additions and multiplications required by each algorithm to implement a variable-size DCT architecture for the HEVC encoder are shown in the last row of Table II, where they are labeled as All. As it can be observed, factorizations in [21]–[26] achieve the lowest complexity, being all good candidates for fixed-point implementations. However, as highlighted in Section II-A, [21] features the shortest critical path among [21]–[26]. Thus, in the following sections an architecture for Lee’s factorization [21] is proposed and analyzed.

### D. Lee’s DCT Factorization

According to Lee’s factorization [21] and neglecting $\sigma_k$ in (2), the DCT matrix can be recursively decomposed as:

$$C_N^{1/4}P_N \left[ \begin{array}{c} I_{\frac{N}{2}} \\ R_{\frac{N}{2}} \end{array} \right] \left[ \begin{array}{c} C_N^{1/4} \\ C_N^{1/4} \end{array} \right] \left[ \begin{array}{c} I_{\frac{N}{2}} \\ D_{\frac{N}{2}} \end{array} \right] B_N, \quad (5)$$

where the $N$-order butterfly matrix $B_N$ is:

$$B_N = \left[ \begin{array}{cc} I_{\frac{N}{2}} & I_{\frac{N}{2}} \\ I_{\frac{N}{2}} & -I_{\frac{N}{2}} \end{array} \right] \quad (6)$$

and $I$ and $I$ are the identity and the reverse identity matrices respectively. On the other hand, $D_{\frac{N}{2}}$ is an anti-diagonal matrix which contains $N/2$ inverse cosine coefficients:

$$d_{k,N} = \frac{1}{2 \cdot \cos \left( \frac{(2k+1)\pi}{2N} \right)} \quad k = 0, \ldots, \frac{N}{2} - 1. \quad (7)$$

Besides, matrix $R_{\frac{N}{2}}$ is an upper bidiagonal matrix, which performs data recombination and it can be written as:

$$R_{\frac{N}{2}} = \left[ \begin{array}{cccc} 1 & 1 \\ \vdots & \vdots \\ & & 1 \\ & & & 1 \end{array} \right]. \quad (8)$$

Finally, $P_N$ is the alternating permutation matrix defined by $\Phi_N$:

$$\Phi_N = \left( \begin{array}{c} k \\ \phi_N(k) \end{array} \right) \quad k = 0, \ldots, N - 1, \quad (9)$$

with

$$\phi_N(k) = \left\{ \begin{array}{ll} \frac{k}{2} & k \text{ even} \\ \left[ \frac{k}{2} \right] + \frac{N}{2} & k \text{ odd} \end{array} \right. \quad (10)$$
### III. Hardware Architecture

This Section describes the proposed baseline 1D-DCT hardware architecture, derived from the Lee's factorization [21]. Then, architecture modifications to support variable-size DCT are explained and two schemes to implement the 2D-DCTs are presented as well. Finally, it is shown how pipelining can improve the maximum sustained throughput of the architectures.

#### A. 1D-DCT Architecture

The proposed recursive 1D-DCT architecture, shown in Fig. 3, corresponds to the implementation of Lee’s factorization as in (5), where the \( N \)-point 1D-DCT computation is performed by the means of two \( N/2 \)-point DCTs plus the Butterfly Unit, the Inverse Cosine Unit and the Recombination Unit, implementing \( B_N, D_{\delta} \) and \( R_{\delta} \), respectively.

The Butterfly Unit implements the \( N/2 \) butterfly operators defined by \( I_{\frac{N}{2}} \) and \( I_{\frac{N}{2}} \) in (6), which combine \( x \) values into \( g^* \) and \( h^* \) as:

\[
g_k^* = x_k + x_{N-k-1} \quad k = 0, \ldots, \frac{N}{2} - 1, \tag{11}
\]

\[
h_k^* = x_k - x_{N-k-1} \quad k = 0, \ldots, \frac{N}{2} - 1, \tag{12}
\]

where \( x_k, g_k^* \) and \( h_k^* \) are the \( k \)-th elements of \( x, g^* \) and \( h^* \), respectively. As it can be observed, \( g^* \) is directly connected to the input of the upper \( N/2 \)-point DCT (i.e., \( g = \{g_0, \ldots, g_{N/2-1}\} \)) and \( h^* \) is the input of the Inverse Cosine Unit. This block multiplies each \( h_k^* \) value with the proper inverse cosine coefficient to produce:

\[
h_k = (\delta_{k,N} \cdot h_k^*) >> N_q \quad k = 0, \ldots, \frac{N}{2} - 1, \tag{13}
\]

where \( h = \{h_0, \ldots, h_{N/2-1}\} \) is the input of the lower \( N/2 \)-point DCT.

\[
\delta_{k,N} = \lfloor d_{k,N} \cdot 2^{N_q} \rfloor \tag{14}
\]

are the coefficients in (7) scaled up by \( N_q \) bits and rounded to the nearest integer and \( >> \) represents the right-shift operation. As an example, \( d_{0,2} = 1/2 \cdot \cos(\pi/4) = 1/2 \sqrt{2} \) with \( N_q = 7 \) gives \( \delta_{0,2} = 91 \). As a consequence, depending on \( N_q \), different trade-offs between DCT accuracy and hardware cost have been defined. The results of this trade-off exploration are reported in Section IV. Since \( \delta_{k,N} \) are constants, multiplications are simplified into add-and-shift blocks by exploiting the Reduced Adder Graph (RAG-\( n \)) technique [31]. As an example, the product \( \delta_{k,N} \cdot h_k^* \) in (12) when \( k = 0, N = 2 \) and \( N_q = 7 \) becomes:

\[
\delta_{0,2} \cdot h_0 = 91 \cdot h_0 = (h_0 << 6) + (3 \cdot h_0 << 3) + 3 \cdot h_0^*, \tag{15}
\]

where \( 3 \cdot h_0^* = (h_0^* << 1) + h_0^* \) and \( << \) represents the left-shift operation. Thus, the multiplication is implemented with the RAG\( \cdot n \) technique as three additions (\( A_{0,2} = 3 \)) and three shift operations (\( S_{0,2} = 3 \)). The \( \delta_{k,N} \) values, as well as the number of add (\( A_{k,N} \)) and shift (\( S_{k,N} \)) operations required to implement each coefficient through the RAG\( \cdot n \) representation for \( N_q = 7 \) are reported in Table III. As it can be observed, when \( k=15 \) and \( N=32 \), Eq. (7) gives \( d_{15,32} \approx 10.19 \), which means that in the worst case 4 bits are required to correctly represent the integer part of \( d_{k,N} \).

The last stage in Fig. 3 connects the result of the upper \( N/2 \)-point DCT (i.e. \( G = \{G_0, \ldots, G_{N/2-1}\} \)) to even-position 1D-DCT results, \( X_{2k} \) with \( k = 0, \ldots, N/2 - 1 \). On the other hand, the output of the lower \( N/2 \)-point DCT (i.e. \( H = \{H_0, \ldots, H_{N/2-1}\} \)) is fed to the Recombination Unit, which calculates odd-position 1D-DCT results (\( X_{2k+1} \) with \( k = 0, \ldots, N/2 - 1 \)) as described in (8), namely:

\[
X_{2k+1} = \begin{cases} H_k + H_{k+1} & k = 0, \ldots, \frac{N}{2} - 2 \\ H_k & k = \frac{N}{2} - 1 \end{cases}. \tag{15}
\]

Architectures for \( N = 8, 16, 32 \) are obtained by applying the recursion shown in Fig. 3 until the 4-point DCT is found. The inner 4-point DCT architecture, which is the smallest non-recursive unit, is depicted in Fig. 4. Fig. 5 (a)-(c) illustrates the internal structures of Butterfly, Inverse Cosine and Recombination units for \( N = 8 \).

#### B. Variable-size 1D-DCT Architecture

As stated in Section II-C, the proposed architecture has to concurrently compute one 32-point DCT or two 16-point DCTs or four 8-point DCTs or eight 4-point DCTs, so it sustains a processing rate of 32 coefficients per cycle independently of the size \( N \). Thus, the 1D-DCT architecture shown in Fig. 3 has been modified as depicted in Fig. 6 to support...
variable-size. As it can be observed, the reconfigurability of the architecture for variable-size computation is achieved by the means of two banks of 2:1 multiplexers. The selection signal of each multiplexer, referred to as sel, is driven by simple logic depending on current N value. In particular, when the architecture is used for N-point DCT computation, each N/2-point DCT block is fed with the output of the Butterfly and Inverse Cosine units, i.e. g and h. On the contrary, when the architecture is used to compute small-size DCTs, each N/2-point DCT block receives N/2 input samples, i.e. (x0, ..., xN/2−1) and (xN/2, ..., xN−1). As it can be observed, the result produced by the upper N/2-point DCT block is directly connected to the output, independently of the selected transform size. The second bank of multiplexers is used to output the Recombination Unit results when N-point DCT computation is selected. On the other hand, it connects the results of the lower N/2-point DCT block to X, when small-size DCT computation is required. The complete variable-size computation required by HEVC is achieved by applying this scheme recursively from the maximum size N = 32 to the smallest non-recursive 4-point DCT.

C. 2D-DCT Architecture

As described in Section I, the separability property is exploited to design two variable-size 2D-DCT architectures, based on the solution proposed in [9], which are composed of one (Folded) or two (Full-parallel) variable-size 1D-DCT blocks with maximum size N = 32 and a transposition buffer to store the intermediate results, as shown in Fig. 7.

The Folded architecture relies on one 1D-DCT block only, which is reused when computing the 2D-DCT. In the first 32 cycles, the 1D-DCT block is fed with 32 samples taken row-wise from the 32²/N² input data blocks of size N x N, as in [9]. Its outputs are then scaled, to be consistent with the HEVC encoder [32], and stored row-wise in the transposition buffer. During the following 32 cycles, successive columns of the transposition buffer are read and processed by the 1D-DCT block, which outputs the final DCT results. The whole computation takes 64 clock cycles to compute 32 × 32 results independently of the DCT size N. Therefore, the achieved processing rate is equal to 16 results per cycle.

On the other hand, the Full-parallel architecture in Fig. 7 (b) achieves double processing rate by exploiting two 1D-DCT modules to calculate the 2D-DCT. In the first 32 cycles, 32 input samples are fed row-wise to the first 1D-DCT block, which writes the scaled partial results into the transposition buffer. Then, during the following 32 cycles, the DCT is computed column-wise by the second 1D-DCT module. At the same time, a new computation can start in the first module, thus achieving a processing rate of 32 results per cycle. Since the two 1D-DCT blocks have to concurrently write/read to/from the transposition buffer, the first 1D-DCT block may overwrite part of the data which the second 1D-DCT block is going to read in the next clock cycles. Even if this problem can be avoided by doubling the transposition buffer, in this work we exploit the simple and effective solution proposed in [9], which requires only one transposition buffer. Namely, the first 1D-DCT block starts writing row-wise in the transposition buffer. When the buffer is full, the second 1D-DCT block reads the data column-wise. As a consequence, now the first 1D-DCT block can write column-wise in the transposition buffer. These new data will be read row-wise by the second 1D-DCT block. Thus, by alternating row-wise and column-wise writing/reading, which is implemented with some multiplexers and few logic, only one transposition buffer is needed.

D. Pipelined Architectures

The performance of the proposed variable-size DCT architectures can be improved by applying pipelining to the inner 1D-DCT blocks. It is worth noting that the adoption of pipelining inside the 1D-DCT block increases its latency. Since the 2D-DCT requires that all the partial results are calculated before starting the computation on the transposed samples, the maximum sustained throughput of the 2D-DCT architectures is affected by the latency of the core 1D-DCT module. However, to understand the effectiveness of pipelining, maximum sustained throughput analysis is required. In general, the maximum sustained throughput of the complete 2D-DCT architecture processing 32²/N² blocks of N x N pixels and employing pipelining can be expressed as:

\[ T = \frac{32^2}{N^2} \cdot \frac{N^2}{\alpha \cdot (32 + L)} \cdot f_{CK}, \]  }
As a consequence, the number of pipeline stages required for small-size DCTs (e.g. \( N = 4 \)) is lower than the one required for large-size DCTs (e.g. \( N = 32 \)). Thus, the maximum sustained throughput of the architecture \( T \) improves if \( L \) becomes a function of \( N \) (\( L_N \) - adaptive pipelining). In this case, where the throughput \( T_N \) is a function of \( N \), the maximum sustained throughput \( T \) can be obtained as a weighted sum of \( T_N \), where the weight associated to each size is the usage statistic of the corresponding DCT [10]; such values well approximate the experimental ones measured in [7]. To implement adaptive pipelining, we added pipeline stages to limit the critical path to one adder and one add-and-shift multiplier. Therefore, \( L_N = 2, 3, 4, 5 \) have been used for \( N = 4, 8, 16, 32 \), respectively, as shown in Fig. 8. Thus, processing rates of 15.0, 14.6, 14.2 and 13.8 samples/cycle are achieved for \( N = 4, 8, 16, 32 \) respectively and 14.9 samples/cycle on average, in
the Folded architecture. On the other hand, the Full-parallel structure achieves 30.1, 29.3, 28.4, 27.7 samples/cycle and 29.8 samples/cycle on average, where the average processing rate has been computed as a weighted sum, as suggested in [7], [10].

IV. IMPLEMENTATION RESULTS

A. Data Representation

The internal parallelism and the scaling operations have been sized as specified in the HEVC standard [3]. Indeed, input samples are represented with 9 bits, as they are residuals of the intra and inter prediction modules. Besides, intermediate as well as final results are represented with 16 bits. Moreover, 1D-DCT results are scaled prior to being stored in the transposition buffer ($> \log_2 N - 1$) and before being output ($> \log_2 N + 6$), as shown in Fig. 7, where the $1/\sqrt{2}$ scaling required in (2) for $\sigma_k$ is shown as well.

B. HEVC Performance/Resources Analysis

As introduced in Section III, it is possible to define trade-offs between rate-distortion loss and hardware cost by changing $N_q$, the number of bits to represent the fractional part of each inverse cosine coefficient.

In order to select the proper $N_q$ value in the context of HEVC encoding, we have integrated Lee’s DCT algorithm [21] into the HEVC reference software HM-16.3 [32]. In this work two setups have been considered. In the first one, referred to as setup1, only the forward transform has been modified, whereas the decoder implements the original HEVC transform. In the second one, referred to as setup2, both the forward and the inverse transforms have been modified as well as the decoder.

Simulations have been performed on all the video sequences taken from classes A, B, C, D, E and F, as specified in the common test conditions reported in [34]. All-Intra (AI), Low-Delay (LD) and Random-Access (RA) main configurations and quantization parameters 22, 27, 32 and 37 have been used. The rate-distortion loss has been studied via Bjøntegaard Delay (LD) and Random-Access (RA) main configurations.

Table IV shows the average BD-rate loss has been computed as a weighted sum, as suggested in [7], [10].

Table IV: BD-rate [%] Comparison of the Lee’s DCT in HEVC for setup1 and setup2:
(A) All Intra, (B) Low Delay, (C) Random Access.

<table>
<thead>
<tr>
<th>$N_q$</th>
<th>setup1</th>
<th>setup2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class A</td>
<td>2.15</td>
<td>2.14</td>
</tr>
<tr>
<td>Class B</td>
<td>0.94</td>
<td>2.97</td>
</tr>
<tr>
<td>Class C</td>
<td>0.53</td>
<td>1.56</td>
</tr>
<tr>
<td>Class D</td>
<td>0.44</td>
<td>1.17</td>
</tr>
<tr>
<td>Class E</td>
<td>0.72</td>
<td>1.38</td>
</tr>
<tr>
<td>Class F</td>
<td>0.32</td>
<td>1.19</td>
</tr>
<tr>
<td>Overall</td>
<td>0.86</td>
<td>1.19</td>
</tr>
</tbody>
</table>

The results $N_q = 4$ to $N_q = 7$ have been reported.

As explained in Section III-A, multiplications have been simplified to add-and-shift blocks, by exploiting the RAG-$n$ technique [31]. Similar approaches have been followed in [7], [9], where multiplications were simplified through the RAG-$n$ and Multiple Constant Multiplication algorithms, respectively. Thus, Table V shows the detailed number of adders required by these multiplierless algorithms both for individual values of $N_q$, as well as for the variable-size 1D-DCT architectures (see the last row labeled as All). In [7] the use of RAG-$n$ leads to an architecture made of $A_{All} = A_{32} = 584$ adders. According to (3), the work in [9] requires 1024 adders. In the proposed architecture the number of adders is $A_{All} = A_{32}$ and it grows as the BD-rate loss decreases (i.e. increasing $N_q$), as expected.

Nevertheless, the number of adders used in the proposed variable-size 1D-DCT architecture ranges from 314 ($N_q = 4$) to 394 ($N_q = 7$), so it is noticeably lower than the one required by [7] and [9], for all tested $N_q$ values.

1 Modified reference software HM-16.3 is available at [33].
C. Synthesis of Variable-size 1D-DCT

The proposed architecture has been described in VHDL, verified and synthesized with a 90-nm CMOS standard-cell library. The performance and the gate count when synthesizing the variable-size 1D-DCT architecture for maximum frequency and for minimum area are reported in Table VI. As expected, the equivalent gate count of the proposed architecture increases with the number of fractional bits \( N_q \), whereas the operating frequency is reduced because of longer critical paths. Moreover, when searching for the maximum performance, the frequency doubles while the gate count increases only from the 33% to the 40% with respect to the minimum area implementations.

Table VII reports the technology, the operating frequency \( f_{CK} \), the number of processed samples per cycle for each DCT size, the throughput \( T \) and the equivalent gate count of different variable-size 1D-DCT architectures for HEVC. The processing rate of the 1D-DCT architectures is calculated considering their usage in the Folded 2D structure. Thus, they have been synthesized at an operating frequency of 187 MHz and 401 MHz, for the non-pipelined and the pipelined architectures, respectively. The proposed non-pipelined and pipelined architectures respectively show smaller gate count and higher throughput when compared to the other state-of-the-art DCT implementations. In particular, only the solution proposed in [14] provides lower gate count with respect to the architectures proposed in [9], the proposed 2D architectures based on non-pipelined variable-size 1D-DCT achieve 20% and 27% area reduction for equal throughput in the Folded and Full-parallel schemes respectively. On the other hand, the architectures based on the pipelined 1D-DCT achieve the best area efficiency for negligible losses by nearly doubling the achievable throughput and showing lower gate count with respect to the architectures in [9].

V. Conclusion

In this paper, an efficient variable-size 1D-DCT architecture for HEVC has been proposed. A comparison among the existing DCT factorizations has been presented and exploited to identify the one which minimizes the amount of hardware resources required to support variable-sizes. For the selected factorization, which is Lee’s factorization, fixed-point analysis has been performed by evaluating the rate-distortion loss in the HEVC context and an area-efficient architecture has been derived as well. Then, the architectures of both 1D-DCT and 2D-DCT have been implemented and characterized, achieving significant area reduction with respect to other DCT architectures for HEVC, available in the literature. Furthermore, an adaptive pipeline scheme has been applied to the proposed variable-size 1D-DCT, which has been exploited to implement area and power efficient 2D-DCT architectures.
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TABLE VII
COMPARISON OF VARIABLE-SIZE 1D-DCT ARCHITECTURES

<table>
<thead>
<tr>
<th>Design</th>
<th>Technology [n]</th>
<th>( f_{C/K} ) [MHz]</th>
<th>Samples/Cycle</th>
<th>( T ) [Gsps]</th>
<th>Gates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhao et al. [10]</td>
<td>45</td>
<td>333</td>
<td>1.2/2.8/6.2/13.6</td>
<td>0.634</td>
<td>205 K</td>
</tr>
<tr>
<td>Meher et al. [9]</td>
<td>90</td>
<td>187</td>
<td>2.992</td>
<td>16</td>
<td>131 K</td>
</tr>
<tr>
<td>Masera et al. [7]</td>
<td>90</td>
<td>250</td>
<td>12.8/12.8/13.4/14.2</td>
<td>3.212</td>
<td>103 K</td>
</tr>
<tr>
<td>Jridi et al. [14]</td>
<td>90</td>
<td>322</td>
<td>16</td>
<td>5.152</td>
<td>31 K</td>
</tr>
<tr>
<td>Goebel et al. [18]</td>
<td>45</td>
<td>50</td>
<td>32</td>
<td>1.600</td>
<td>97 K</td>
</tr>
<tr>
<td>Proposed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Pipelined</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE VIII
COMPARISON OF 2D-DCT ARCHITECTURES

<table>
<thead>
<tr>
<th>Design</th>
<th>Technology [n]</th>
<th>( f_{C/K} ) [MHz]</th>
<th>Samples/Cycle</th>
<th>( T ) [Gsps]</th>
<th>gates</th>
<th>( T/gates ) [Gsps]</th>
<th>( P ) [mW]</th>
<th>EPS [\text{pJ}]</th>
<th>BD-rate [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhao et al. [10]</td>
<td>45</td>
<td>333</td>
<td>1.2/2.8/6.2/13.6</td>
<td>0.634</td>
<td>345 K</td>
<td>1387</td>
<td>-</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Ahmed et al. [6]</td>
<td>90</td>
<td>150</td>
<td>10.02/6.04/4.7</td>
<td>0.246</td>
<td>149 K</td>
<td>14384</td>
<td>-</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Meher et al. [9]</td>
<td>Folded</td>
<td>90</td>
<td>187</td>
<td>2.992</td>
<td>208 K</td>
<td>14384</td>
<td>13.38</td>
<td>11.29</td>
<td>0.00</td>
</tr>
<tr>
<td>Masera et al. [7]</td>
<td>Full-parallel</td>
<td>90-nm</td>
<td>187</td>
<td>32</td>
<td>5.984</td>
<td>347 K</td>
<td>12844</td>
<td>67.57</td>
<td>0.00</td>
</tr>
<tr>
<td>Jridi et al. [14]</td>
<td>Full-parallel</td>
<td>90</td>
<td>322</td>
<td>5.152</td>
<td>108 K</td>
<td>47703</td>
<td>31.72</td>
<td>16.10</td>
<td>0.01</td>
</tr>
<tr>
<td>Proposed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Pipelined</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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